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1. Introduction and statement of the result

Let (M, g) be a Riemannian manifold with boundary. In this paper we consider
the problem of determining the metric g from its associated boundary distance
function

dg(x, y) = dist (x, y), x, y ∈ ∂M,
that is the geodesic distance between boundary points. This problem arose in ri-
gidity questions in Riemannian geometry [12], [6], [8]. For the case in whichM is
a bounded domain of Euclidean space and the metric is conformal to the Euclidean
one, this problem is called the inverse kinematic problem which arose in Geophys-
ics and has a long history starting at least in the early part of the 20th century with
Herglotz [10]. He considered the case where M is a ball {x ∈ R3 | r = |x| ≤ R}
equipped with a spherically symmetric metric ds2 = dx2/c2(r) where c(r) is a
positive function depending only on the radius r = |x|. Herglotz found a formula
to determine c(r) from the boundary distance function. Physically this corresponds
to the case of a spherically symmetric Earth model with an index of refraction
depending only on the radius. The boundary distance function corresponds to the
travel times of e.g. acoustic waves going through the Earth and measured at the
surface. The general problem for the case that the sound speed depends on all
variables has been extensively studied (see for instance [17] and the references
given there). Also, this problem has a close connection for other inverse problems
related to determining the sound speed from boundary measurements, see [20].
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The problem of determining the metric tensor from the boundary distance
function is not in general uniquely solvable. Indeed, let ψ : M → M be a dif-
feomorphism that fixes the boundary, ψ |∂M = Id. Since ψ is the isometry of the
Riemannian manifold (M,ψ∗g) onto (M, g), it is easy to see that the bound-
ary distance functions of the metrics g and ψ∗g coincide. A Riemannian mani-
fold (M, g) is said to be boundary rigid if this is the only obstruction to unique
identifiability of the metric. More precisely, (M, g) is boundary rigid if, for any
other Riemannian metric g′ on M , the equality dg = dg′ implies existence of a
diffeomorphism ψ : M → M which is the identity on the boundary and such
that ψ∗g = g′.

There are evident examples of manifolds that are not boundary rigid. Indeed,
one can construct a metric g with a point x0 ∈ M such that d(x0, ∂M) >

sup x,y∈∂Mdg(x, y). For such a metric, dg is independent of a change of g in a
neighborhood of x0. Therefore it is necessary to impose some a-priori restrictions
on the metric. One such restriction is to assume that the Riemannian manifold is
simple, i.e., given two points there is a unique geodesic joining the points and ∂M
is strictly convex. ∂M is strictly convex if the second fundamental form of the
boundary is positive definite in every boundary point.

Although the boundary rigidity problem has been extensively studied last two
decades, there are very few global results for this problem. It is proved that a sim-
ple metric is uniquely determined in a prescribed conformal class by the boundary
distance function [14], [2], [6]. In the two-dimensional case, boundary rigidity is
proved for metrics of constant Gaussian curvature [12] and of nonpositive curva-
ture [5], [15]. Boundary rigidity of flat metrics is proved in the multidimensional
case [8]. Only recently some local results were obtained in [7] and [19] in which
one assumes that the metric is a-priori close to a given metric. In the latter articles,
the linearized version of the boundary rigidity problem is used which turns out
to be the integral geometry problem for tensor fields (see [18] and the references
given there).

In this paper we prove a semiglobal result, that is on a bounded domain of
Euclidean space with smooth boundary we prove that two metrics with the same
boundary distance function are isometric via an isometry which is the identity at
the boundary provided that one metric is sufficient close to the Euclidean metric
and the other satisfies an a-priori bound on the curvature (see Theorem 1.1). To
obtain this result we show also that the boundary distance function determines
all boundary values of derivatives of the metric tensor, that is, the C∞-jet of the
metric at the boundary (see Theorem 2.1). By combining Theorem 2.1 with a
result of [11] we can prove that the distance function dg determines a class of
real-analytic manifolds (see Theorem 2.2 for a precise statement).

Before we state the result we introduce some notation and definitions.
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Let (M, g) be a compact Riemannian manifold. If T is a real covariant tensor
field of rank m on M , then its modulus, which is defined in local coordinates by

|T |2g = gi1j1 . . . gimjmTi1...imTj1...jm,

is independent of the choice of coordinates. By

‖T ‖Ck(M,g) =
k∑

l=0

sup
x∈M

| ∇ . . .∇︸ ︷︷ ︸
l

T (x)|g

we denote theCk-norm of the tensor field T . Here ∇ denotes the covariant deriva-
tive. We remark that ‖T ‖Ck(M,g) is also invariantly defined, i.e., is independent of
the choice of coordinates. The same holds for theHk-norm of T which is defined
by

‖T ‖2
Hk(M,g)

=
k∑

l=0

∫

M

| ∇ . . .∇︸ ︷︷ ︸
l

T (x)|2g dVg(x),

where dVg is the Riemannian volume form.
For x ∈ M and a two-dimensional subspace σ of the tangent space TxM , we

denote by Sec (x, σ ) the sectional curvature at the point x in the direction σ . For
0 	= ξ ∈ TxM , we denote

Sec (x, ξ) = sup
σ
ξ

K(x, σ ), Sec+(x, ξ) = max{Sec (x, ξ), 0}.

We also define

κ+(M, g) = sup

l∫

0

t Sec+(γ (t), γ̇ (t)) dt,

where the supremum is taken over all unit speed geodesics γ : [0, l] → M . Fi-
nally we denote by Rg the curvature tensor of the metric g and e the Euclidean
metric in Rn. Our main result is as follows:

Theorem 1.1. Let D ⊂ Rn be a closed bounded domain with a smooth strictly
convex (with respect to the Euclidean metric) boundary ∂D. Let K > 0 and g be
a Riemannian metric on D satisfying the conditions

‖Rg‖Ck(D,g) ≤ K, (1.1)

κ+(D, g) < 1/4, (1.2)

where k = [n/2]+18 and [n/2] denotes the integer part of n/2. Let g′ be another
Riemannian metric on D satisfying

dg = dg′ .
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Then there exists ε = ε(K,D, n) > 0 such that if

‖g′
ij − δij‖Cl(D,e) < ε (1.3)

with l = [n/2]+20, then the metrics g and g′ are isometric via an isometry which
is the identity on the boundary.

We remark that the hypothesis (1.2) guarantees invertibility, modulo the natural
obstruction, of the ray transform of the metric g [18].

In Section 2 we prove that we can determine from the boundary distance
function, up to the natural obstruction, all the derivatives of the metrics at the
boundary. This will allow us to extend the two metrics g, g′ as in Theorem 1.1 to
be the same outsideD with the same boundary distance function on any bounded
set containing D. Therefore we can reduce the proof of Theorem 1.1 to the case
that D is a ball of sufficiently large radius (see Lemma 2.3).

In Section 3 we use special coordinates, called semigeodesic coordinates (or
boundary normal coordinates) to eliminate the nonuniqueness caused by an isom-
etry. The proof of Theorem 1.1 is reduced to show that metrics g and g′ coincide
in these coordinates. This is accomplished by showing that the hypothesis that the
boundary distance function is the same on the ball and the conditions of Theorem
1.1 imply that in fact the metric g is also close to the Euclidean metric on an
appropriate cube. This is stated in Lemma 3.1. The latter lemma implies Theorem
1.1 with the help of the main result of [19].

In Section 4 we estimate the components of a metric tensor in semigeodesic
coordinates through the curvature tensor. In fact this estimation is a weak version
of Cheeger’s method for proving precompactness of families of metrics under
some curvature conditions [3].

Lemma 3.1 is proved in Section 5. The main ingredients here are the interpo-
lation inequality and the stability estimate for the inverse of the ray transform. In
order to use the ray transform we need the boundary distance function of a strictly
convex smooth domain rather than of a cube.

2. The boundary C∞-jet of a metric is determined by the boundary
distance function

Given a connected Riemannian manifold (M, g) with boundary, we denote by
dg : ∂M × ∂M → R the boundary distance function. We recall that, for a diffe-
omorphism ϕ : M → M which is the identity at the boundary, i.e. ϕ|∂M = Id,
the metrics g and g′ = ϕ∗g have the same boundary distance functions, that is,
dg = dg′ . We say that the boundary ∂M is convex if the following holds: for
every two points p0, p1 ∈ ∂M, p0 	= p1, there exists a geodesic γ : [0, 1] → M

joining these points, γ (0) = p0, γ (1) = p1, such that the length of γ is equal to
dg(p0, p1), and all inner points of γ belong to M \ ∂M .
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Theorem 2.1. Let (M, g)be a connected Riemannian manifold with convex bound-
ary. Then theC∞-jet of the metric g at the boundary is uniquely determined by the
boundary distance function dg in the following sense. If ∂M is convex with respect
to another metric g′ on M , then the equality dg = dg′ implies the existence of a
diffeomorphism ϕ : M → M which is the identity on the boundary, ϕ|∂M = Id,
and such that the metrics g and g′′ = ϕ∗g′ satisfy the following: In any local
coordinate system (x1, . . . , xn) defined in a neighborhood of a boundary point,
we have Dαg|∂M = Dαg′′|∂M for every multi-index α.

This result was proven by Michel in two dimensions [13] and for |α| ≤ 2 in
[12]. Theorem 2.1 has the following corollary:

Theorem 2.2. Let M be a compact real-analytic manifold with a real-analytic
boundary. Let g, g′ be two real-analytic Riemannian metrics onM such thatM is
simple with respect to the metrics g and g′. Assume dg = dg′ . Then there exists a
real-analytic diffeomorphism ψ : M → M with ψ |∂M = Id such that g = ψ∗g′.

The proof of Theorem 2.2 follows readily from Theorem 2.1 and Theorem
C(a) of [11].

Proof of Theorem 2.1. Assume that the metrics g and g′ satisfy the hypothesis of
the theorem. Then g and g′ induce the same metric on ∂M , i.e., for every point
p ∈ ∂M and for every vectors ξ, η ∈ Tp(∂M),

〈ξ, η〉g = 〈ξ, η〉g′, (2.1)

where 〈·, ·〉g is the inner product with respect to g.
Let us recall the definition of the boundary exponential map exp∂M . Given

p ∈ ∂M , let ν(p) ∈ TpM be the unit inner normal vector to the boundary
with respect to the metric g. The map exp∂M(p, t) = expp(tν(p)) is defined
for sufficiently small t ≥ 0 and maps some neighborhood of the set ∂M × {0}
in ∂M × R+ diffeomorphically onto some neighborhood of the boundary ∂M .
Let exp′

∂M denote the same map with respect to the metric g′. The map ϕ =
exp∂M ◦(exp′

∂M)
−1, which we are considering in a small neighborhood of ∂M ,

can be extended to a diffeomorphism ϕ : M → M which is the identity on the
boundary. Let g′′ = ϕ∗g′. Then there exists a neighborhoodU ⊂ M of the bound-
ary ∂M such that if exp∂M(p, t) ∈ U for a point p ∈ ∂M and 0 ≤ t ≤ t0, then
exp∂M(p, t) = exp′′

∂M(p, t) for 0 ≤ t ≤ t0. In particular, ν(p) = ν ′′(p).
To simplify notations, we will denote the above-constructed metric g′′ by g′

again. In other words, we can assume without loss of generality the initial metrics
g and g′ to satisfy exp∂M(p, t) = exp′

∂M(p, t) for an arbitrary point p ∈ ∂M and
for sufficiently small t > 0. We will show that, for such two metrics, the equality
dg = dg′ implies that the C∞-jets of the metrics at the boundary are the same.

We define
f = g − g′.
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Let γ : [0, 1] → M be a shortest geodesic of the metric g joining two boundary
points,p0 = γ (0) ∈ ∂M, p1 = γ (1) ∈ ∂M; and let γ ′ : [0, 1] → M be the short-
est geodesic of the metric g′ joining the same points, p0 = γ ′(0), p1 = γ ′(1).
We will prove the inequalities

If (γ ) =
1∫

0

fij (γ (t))γ̇
i(t)γ̇ j (t) dt ≤ 0, (2.2)

I ′f (γ ′) =
1∫

0

fij (γ
′(t))γ̇ ′i (t)γ̇ ′j (t) dt ≥ 0. (2.3)

The integrands above are written in local coordinates but it is easy to see that they
are independent of the choice of coordinates. Since γ ′ is the shortest geodesic of
the metric g′,

d2
g′(p0, p1) =

1∫

0

g′
ij (γ

′(t))γ̇ ′i (t)γ̇ ′j (t) dt ≤
1∫

0

g′
ij (γ (t))γ̇

i(t)γ̇ j (t) dt.

This implies the inequality

If (γ ) =
1∫

0

gij (γ (t))γ̇
i(t)γ̇ j (t) dt −

1∫

0

g′
ij (γ (t))γ̇

i(t)γ̇ j (t) dt

≤ d2
g(p0, p1)− d2

g′(p0, p1) = 0

which proves (2.2). The inequality (2.3) is proved in the same way by changing
the roles of g and g′.

We fix a pointp ∈ ∂M and introduce semigeodesic coordinates (x1, . . . , xn) =
(y1, . . . , yn−1, z) in a neighborhood U ⊂ M of the point such that the boundary
is determined by the equation z = 0, z ≥ 0 in U , and the length element dsg of
the metric g is given by

ds2
g = gαβdy

αdyβ + dz2

in these coordinates. In this and subsequent formulas, Greek indices vary from 1
to n− 1; summation from 1 to n− 1 means over repeated Greek indices. The co-
ordinate lines y = const are geodesics of the metric g orthogonal to the boundary.
Therefore the same coordinate system will be also semigeodesic for the metric g′,
i.e., the length element dsg′ of the metric g′ is given by

ds2
g′ = g′

αβdy
αdyβ + dz2.
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Therefore, the tensor field f = g − g′ has components fαβ = gαβ − g′
αβ and

fin = 0, i = 1, ..., n.
Using induction on k, we will prove that

∂kfαβ

∂zk

∣∣∣∣
z=0

= 0 (2.4)

for all k, α, β. For k = 0, (2.4) is valid because of (2.1). Assume that (2.4) holds
for all k satisfying 0 ≤ k < l, but is not valid for k = l. We choose a point
p0 ∈ ∂M and vector ξ0 ∈ Tp0(∂M), |ξ0| = 1, such that

∂lfαβ

∂zl
(p0)ξ

α
0 ξ

β

0 	= 0.

Without loss of generality, let us assume that

∂lfαβ

∂zl
(p0)ξ

α
0 ξ

β

0 > 0.

Then there is a neighborhood V ⊂ TM of the point (p0, ξ0) such that

∂lfαβ

∂zl
(p)ξαξβ > 0 (2.5)

for all (p, ξ) ∈ V . The inequality (2.5) holds also for all points (p, ξ) belonging
to the conic neighborhood

CV = {(p, ξ) ∈ TM | ξ 	= 0, (p, ξ/|ξ |) ∈ V }
of the point (p0, ξ0).

Developing in Taylor series we have

fαβ(y, z) = 1

l!

∂lfαβ

∂zl
(y, 0)zl + o(zl).

This combined with (2.5) implies the inequality

fαβ(p)ξ
αξβ > 0 (2.6)

for all (p, ξ) ∈ CV ′, p /∈ ∂M , where V ′ ⊂ V is some neighborhood of (p0, ξ0).
Let δ : (−ε, ε) → ∂M be a smooth curve starting at the point p0 in the direc-

tion ξ0, i.e., δ(0) = p0 and δ̇(0) = ξ0. Let γ : [0, 1] → M be the shortest geodesic
of the metric g joining the points p0 and δ(τ ), for sufficiently small τ > 0, i.e.,
γ (0) = p0 and γ (1) = δ(τ ). The point (γ (t), γ̇ (t)/|γ̇ (t)|) tends to (p0, ξ0) uni-
formly in t ∈ [0, 1] as τ → 0. In particular, all points (γ (t), γ̇ (t)) (0 ≤ t ≤ 1)
belong to CV ′ for a sufficiently small τ > 0. Therefore (2.6) gives

fij (γ (t))γ̇
i(t)γ̇ j (t) = fαβ(γ (t))γ̇

α(t)γ̇ β(t) > 0 for 0 < t < 1.
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This implies the inequality

1∫

0

fij (γ (t))γ̇
i(t)γ̇ j (t) dt > 0

which contradicts (2.2). This finishes the proof of Theorem 2.1.

Using Theorem 2.1, we will reduce Theorem 1.1 to the particular case that the
domain D is a ball of sufficiently large radius. We denote by Bnρ = {x ∈ Rn |
|x| ≤ ρ} the closed ball of radius ρ > 0 centered at the origin. We will show that
Theorem 1.1 follows from the following special case.

Lemma 2.3. Let g = (gij ) and g′ = (g′
ij ) be two RiemannianC∞-metrics on Rn.

Assume the metrics coincide outside the ball Bnρ/2n,

gij (x) = g′
ij (x) for x /∈ Bnρ/2n, (2.7)

and are the Euclidean metric outside the ball Bnρ/n,

gij (x) = g′
ij (x) = δij for x /∈ Bnρ/n. (2.8)

Assume that
dg = dg′

where the boundary distance functions are defined on the ballBnρ/n. Then for every
K > 0 and ρ > 0, there exists ε = ε(K, ρ, n) > 0 such that if

‖Rg‖Ck(Rn,g) ≤ K, (2.9)

κ+(Bnρ , g) < 1/3, (2.10)

‖g′
ij − δij‖Cl(Rn,e) < ε (2.11)

with k = [n/2] + 18 and l = 18, then there exists a C∞-diffeomorphism ϕ :
Rn → Rn which is the identity outside Bnρ/n,

ϕ(x) = x for x /∈ Bnρ/n, (2.12)

and such that ϕ∗g = g′.

Proof of Theorem 1.1. Let the metrics g and g′ satisfy the hypotheses of Theorem
1.1 with k = l − 2 = [n/2] + 18. Using Theorem 2.1, we can assume that all
derivatives of the functions gij and g′

ij coincide on ∂D.
We choose ρ such that D ⊂ Bnρ/2n. We now extend the metric g′ to the whole

space Rn in such a way that it coincides with the Euclidean metric outside the ball
Bnρ/n and satisfies the inequality

‖g′
ij − δij‖Cl(Rn,e) < ε′. (2.13)



Semiglobal boundary rigidity for Riemannian metrics 775

Such extension is clearly possible with some ε′ = ε′(ε, ρ, n) that goes to zero
as ε does. We also extend the metric g to Rn by defining g = g′ outside D. The
constructed metric g satisfies (2.9) and (2.10).

If ε in (1.3) is sufficiently small, the hypersurface ∂D is strictly convex with
respect to the metric g′. The hypersurface ∂D is also strictly convex with respect
to the metric g because the Taylor series of the metrics g and g′ coincide on ∂D.

We now show that the boundary distance functions of the manifolds (Bnρ/n, g)
and (Bnρ/n, g

′) are the same. Given points p, q ∈ ∂Bnρ/n, let γ : [0, 1] → Bnρ/n
be the shortest geodesic of the metric g joining these points. Since D is convex
with respect to g, the geodesic γ intersectsD in a finite number of segments, i.e.,
γ (t) ∈ D for 0 < τi ≤ t ≤ τ ′

i < 1 and γ (τi), γ (τ ′
i ) ∈ ∂D, where 1 ≤ i ≤ m and

τ ′
i < τi+1. We replace each of γ |[τi ,τ ′

i ]
of the curve γ with the shortest geodesic of

the metric g′ joining the points γ (τi), γ (τ ′
i ) ∈ ∂D. Let γ ′ be the curve obtained by

these replacements. Then the g′-length of γ ′ is equal to the g-length of γ because
the boundary distance functions of (D, g) and (D, g′) are the same. Therefore
we have proved the inequality dg′(p, q) ≤ dg(p, q). The converse inequality is
proved in the same way.

Assuming Lemma 2.3, we obtain a diffeomorphism ϕ : Rn → Rn satisfying
(2.12) and such that ϕ∗g = g′. Since ϕ is the identity outsideBnρ/n and the metrics
g and g′ coincide outside D, ϕ is the identity outside D. Therefore ϕ transforms
D onto itself and is the identity on ∂D. This finishes the proof of Theorem 1.1.

3. Semigeodesic coordinates

In this section it is shown that if the metrics g, g′ have a special form and satisfy
the conditions of Lemma 2.3 then in fact the metric g is also close to the Euclidean
metric. Then Lemma 2.3 follows for this class of metrics using the result of [19].

The special form of the metrics will be obtained using semigeodesic coordi-
nates. It is natural to consider such coordinates in a rectangular domain. Therefore
we introduce the notation J nρ = {x = (x1, . . . , xn) ∈ Rn | −ρ ≤ xi ≤ ρ} ⊂ Rn.

One of the coordinates, say xn, will be distinguished in semigeodesic coordinates.
Therefore we will use the notation x = (y, z) for points of Rn with y ∈ Rn−1 and
z ∈ R.

We will show that Lemma 2.3 follows from the following

Lemma 3.1. For everyK > 0 and ρ > 0, there exists ε > 0 such that the follow-
ing statement is valid. Let g and g′ be two Riemannian C∞-metrics on the cube
J nρ whose length elements dsg and dsg′ have the form

ds2
g = gαβ(y, z)dy

αdyβ + dz2, (3.1)

ds2
g′ = g′

αβ(y, z)dy
αdyβ + dz2 (3.2)
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where gαβ and g′
αβ are smooth functions on J nρ such that

gαβ(x) = g′
αβ(x) for x /∈ J nρ/n, (3.3)

Assume that the boundary distance functions for the manifolds (Bnρ , g)and (Bnρ , g
′)

are the same. Assume the metrics satisfy the inequalities

‖Rg‖Ck(J nρ ,g) ≤ K, (3.4)

κ+(Bnρ , g) < 1/3, (3.5)

‖g′
αβ − δαβ‖Cl(J nρ ,e) < ε (3.6)

with k = [n/2] + 18 and l = 16. Assume also the boundary conditions

gαβ
∣∣P = δαβ (3.7)

gαβ
∣∣
z≤−ρ/n = δαβ (3.8)

to be satisfied, where P is the part of the boundary of the cube J nρ , P = {(y1, . . . ,

yn−1, z) ∈ ∂J nρ : |yγ | = ρ for some γ ≤ n − 1}. Then the functions gαβ satisfy
the estimate

‖gαβ − δij‖Cp(J nρ ,e) < δ (3.9)

where p = 12 and δ = δ(ε,K, ρ, n) tends to zero when ε goes to zero.

Proof of Lemma 2.3. Let two metrics g and g′ satisfy the hypotheses of Lemma
2.3 with k = [n/2] + 18 and l = 18, and let the boundary distance functions of
(Bnρ/n, g) and (Bnρ/n, g

′) coincide. First of all, this implies that these manifolds
have the same lens structure, see Lemma 4.8.6 of [18] or Lemma 2.1 of [19]. This
means the following: Given a point p ∈ ∂Bnρ/n and a vector 0 	= ξ ∈ Rn, let
γ (t) (resp. γ ′(t)) be the geodesic of the metric g (resp. of the metric g′) satisfy-
ing the initial conditions γ (0) = p, γ̇ (0) = ξ (resp. γ ′(0) = p, γ̇ ′(0) = ξ ).
If γ ([0, a]) ⊂ Bnρ/n and γ (a) ∈ ∂Bnρ/n (resp. γ ′([0, a′]) ⊂ Bnρ/n and γ ′(a) ∈
∂Bnρ/n), then a = a′, γ (a) = γ ′(a′), and γ̇ (a) = γ̇ ′(a′).

Note also that condition (2.10) implies simplicity of the metric g. This follows
from Theorem XI.5.1 of [9] by setting m(t) = t in this theorem.

Let us construct an embedding ϕ′ : J nρ → Rn in such a way that the length
element dsg′

1
of the metric g′

1 = ϕ′∗g′ is given by

ds2
g′

1
= g′

αβ(y, z)dy
αdyβ + dz2. (3.10)

This means that the standard coordinates of Rn constitute a semigeodesic
coordinate system for the metric g′

1. Given y ∈ J n−1
ρ , let γ ′

y : [−ρ, ρ] → Rn

be the geodesic of the metric g′ which is determined by the initial conditions

γ ′
y(−ρ) = (y,−ρ), γ̇ ′

y(−ρ) = (0, 1).
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(2.11) implies that, for a sufficiently small ε > 0, the transform

ϕ′(y, z) = γ ′
y(z) (3.11)

maps the cube J nρ diffeomorphically onto the domain

{(y, z) | −ρ ≤ yα ≤ ρ, −ρ ≤ z ≤ γ ′
y(ρ)} (3.12)

which is close to J nρ and, in particular, contains the cube J nρ/n. The transform ϕ′

sends a vertical straight line y = const, z = t to the geodesic γ ′
y(t). This means

that the metric g′
1 = ϕ′∗g′ has the form (3.10). By (2.11), the transform ϕ′ is

Cl−1-close to the identity. This implies the estimate

‖g′
αβ − δαβ‖Cl−2(J nρ ,e)

< ε′ (3.13)

with some ε′ = ε′(ε, l, ρ, n) which tends to zero as ε goes to zero.
Because of (2.8), the geodesic γ ′

y(t) coincides with the vertical straight line
(y, t) until this line hits to the ball Bnρ/n. In particular, if |y| > ρ/n then γ ′

y(t) =
(y, t) for all t ∈ [−ρ, ρ]. Hence, we have ϕ′(y, z) = (y, z) for (y, z) satisfying
either z ≤ −ρ/n or |y| ≥ ρ/n. This implies that the functions g′

αβ satisfy the
boundary condition

g′
αβ

∣∣
P = δαβ (3.14)

and the condition

g′
αβ

∣∣
z≤−ρ/n = δαβ. (3.15)

Now, we construct a similar embedding ϕ : J nρ → Rn for the metric g. Giv-
en y ∈ J nρ , by γy : [−ρ, ρ] we denote the geodesic of the metric g which is
determined by the initial conditions

γy(−ρ) = (y,−ρ), γ̇y(−ρ) = (0, 1).

By the above remark on the lens spaces (Bnρ/n, g) and (Bnρ/n, g
′) and condition

(2.7), the geodesics γy and γ ′
y coincide outside Bnρ/2n. In particular, the transform

ϕ(y, z) = γy(z) (3.16)

maps the cube J nρ onto the same domain (3.12). Furthermore the maps (3.11) and
(3.16) coincide on J nρ \ J nρ/n.

For a sufficiently small ε′ in (3.13), every geodesic γ ′ : [−ρ, ρ] → Rn is the
shortest path, in the metric g′, from the hyperplane P = {(y,−ρ) | y ∈ Rn−1} ⊂
Rn to the point γ ′(ρ). This implies, since the boundary distance functions of
(Bnρ/n, g) and (Bnρ/n, g

′) are the same, that every geodesic γy : [−ρ, ρ] → Rn is
the shortest path, in the metric g, from the hyperplane P to the point γy(ρ).
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Let us show that (3.16) is a one-to-one map. Suppose not. Then the geodesics
γy1 and γy2 have a point in common for some y1, y2 ∈ J n−1

ρ , y1 	= y2. This point
belongs to Bnρ/2n because, outside Bnρ/2n, the geodesics γy1 and γy2 coincide with
the disjoint curves γ ′

y1
and γ ′

y2
respectively. So, let γy1(t1) = γy2(t2) for some

t1, t2 ∈ [−ρ/n, ρ/n]. Let, for instance, t1 ≤ t2 (otherwise we change the roles of
y1 and y2). Consider the broken geodesic γ = γy1

∣∣
[−ρ,t1] ∪ γy2

∣∣
[t2,ρ] joining the

points (y1,−ρ) ∈ P andγy2(ρ). The length ofγ is equal to (t1+ρ)+(ρ−t2) ≤ 2ρ.
Since γ has a nonzero angle at the point γy1(t1) = γy2(t2), it is not a shortest way
from (y1,−ρ) to γy2(ρ). Therefore the distance from γy2(ρ) to P is less than 2ρ.
This contradicts to the statement of the previous paragraph.

A similar argument shows that the transform (3.16) is a diffeomorphism of the
cube J nρ onto the domain (3.12). The metric g1 = ϕ∗g has the form

ds2
g1

= gαβ(y, z)dy
αdyβ + dz2. (3.17)

Since the transforms ϕ and ϕ′ coincide outside J nρ/n, the functions gαβ and g′
αβ

satisfy the condition (3.3). Furthermore, by (3.13)–(3.15), the functions gαβ
satisfy the boundary conditions (3.7)–(3.8).

Using exactly the same argument as in the corresponding paragraph of the
previous section we show that the boundary distance functions for the manifolds
(Bnρ , g1) and (Bnρ , g

′
1) are the same.

We have thus proven that the metrics g1 and g′
1 satisfy all hypotheses of Lem-

ma 3.1. Assuming this lemma, we obtain the estimate (3.9) with some δ that can
be made arbitrarily small. Since l ≥ 14 and p = 12, inequalities (3.13) and (3.9)
show that the metrics g1 and g′

1 are in a small C12-neighborhood of the Euclidean
metric. By using the main result of [19], we conclude that these two metrics are
isometric via an isometry which is the identity on ∂Bnρ . The same is valid for the
original metrics g = (ϕ−1)∗g1 and g′ = (ϕ′−1)∗g′

1.

4. Estimates for a metric tensor in semigeodesic coordinates
through the curvature tensor

Fix n ≥ 2 and ρ > 0. We recall that the points of Rn are denoted by x = (y, z)

with y ∈ Rn−1 and z ∈ R. We denote by M(ρ, n) the set of all Riemannian
metrics, on the cube J nρ , whose length element dsg has the form

ds2
g = gαβ(y, z)dy

αdyβ + dz2, (4.1)

where gαβ are C∞-functions satisfying the boundary conditions

gαβ
∣∣P = gαβ

∣∣
z=−ρ = δαβ,

∂lgαβ

∂zl

∣∣∣∣
z=−ρ

= 0 (l = 1, 2, . . . ), (4.2)
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det (gαβ)
∣∣
z=ρ ≥ 1/2, (4.3)

where P is the same as in Lemma 3.1.
For an integer k ≥ 0 and K > 0, we denote by M(k,K, ρ, n) the subset of

M(ρ, n) consisting of metrics gwhose curvature tensorRg satisfies the inequality

‖Rg‖Ck(J nρ ,g) ≤ K.

Let ϕ(g; x) be a smooth function of x ∈ J nρ depending also on a metric
g ∈ M(ρ, n). We say that the function ϕ is k-bounded if the function

sup
x∈Jnρ

|ϕ(g; x)|

is bounded on the set M(k,K, ρ, n) for every K .
The goal of the present section is to prove the following

Theorem 4.1. For a metric g ∈ M(ρ, n) whose length element has form (4.1),
the partial derivativesDγ

x gαβ are |γ |-bounded for every n-multiindex γ . The same
holds for the partial derivatives Dγ

x g
αβ of the inverse matrix (gαβ) = (gαβ)

−1.

Corollary 4.2. The norms ‖ · ‖Ck(J nρ ,g) and ‖ · ‖Ck(J nρ ,e) are equivalent in the
following sense. For every metric g ∈ M(k,K, ρ, n) and for every tensor field
T of rank m on J nρ , the inequalities

C−1‖T ‖Ck(J nρ ,e) ≤ ‖T ‖Ck(J nρ ,g) ≤ C‖T ‖Ck(J nρ ,e)
hold with some positive constant C depending only on k,K, ρ, n, and m. The
same is valid for the Hk-norms.

To prove Theorem 4.1 we will need two auxiliary results. The first one is
obvious:

Lemma 4.3. If a function 0 ≤ f : R+ → R satisfies the inequality

f ′(t) ≤ C1f (t)+ C2

for some nonnegative constants C1 and C2, then

f (t) ≤ eC1t (f (0)+ C2t).

The second needed result is related to Jacobi fields:

Lemma 4.4. Let γ : [−ρ, ρ] → M be a unit speed geodesic in a Riemannian
manifold (M, g). If a vector field Y (t) along γ satisfies the inequality

|∇γ̇∇γ̇ Y (t)|g ≤ C1|Y (t)|g + C2 (4.4)
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for some nonnegative constants C1 and C2, then the estimates

|Y (t)|2g ≤ C3
(|Y (−ρ)|2g + |∇γ̇ Y (−ρ)|2g

) + C4,

|∇γ̇ Y (t)|2g ≤ C3
(|Y (−ρ)|2g + |∇γ̇ Y (−ρ)|2g

) + C4

hold for t ∈ [−ρ, ρ] with some constants C3 and C4 depending only on C1, C2,
and ρ.

Proof. We define
f (t) = |Y (t)|2g + |∇γ̇ Y (t)|2g.

Using (4.4), we obtain

f ′(t) = 2〈Y,∇γ̇ Y 〉g + 2〈∇γ̇ Y,∇γ̇∇γ̇ Y 〉g
≤ 2

(|∇γ̇∇γ̇ Y |g + |Y |g
) |∇γ̇ Y |g

≤ 2
(
(C1 + 1)|Y |g + C2

)
|∇γ̇ Y |g

≤
(
(C1 + 1)|Y |g + C2

)2
+ |∇γ̇ Y |2g

≤ (
(C1 + 1)2 + 1

) (|Y |2g + |∇γ̇ Y |2g
) + (

(C1 + 1)2 + 1
)
C2

2 .

We have thus proved the inequality

f ′(t) ≤ C5f (t)+ C6

with C5 = (C1 + 1)2 + 1 and C6 = (
(C1 + 1)2 + 1

)
C2

2 . Applying Lemma 4.3,

we obtain the estimate f (t) ≤ eC5(t+ρ)
(
f (−ρ)+ C6(t + ρ)

)
which implies the

Lemma.

Lemma 4.5. Let a metric g ∈ M(ρ, n) be of the form (4.1) and ∂i = ∂

∂xi

(1 ≤ i ≤ n) be the coordinate vector fields. For every indices 1 ≤ i1, . . . , ik,

j ≤ n, the functions
∣∣∣∇∂i1 . . .∇∂ik ∂j

∣∣∣
g

and
∣∣∣∇∂n∇∂i1 . . .∇∂ik ∂j

∣∣∣
g

are k-bounded.

Proof. The vector field ∂j is a Jacobi vector field along every geodesic y = const.
In other words, ∂j satisfies the equation

∇∂n∇∂n∂j + R(∂j , ∂n)∂n = 0 (4.5)

with R = Rg. By (4.2), this vector field also satisfies the initial conditions

|∂j |z=−ρ = 1, ∇ . . .∇︸ ︷︷ ︸
m

∂j |z=−ρ = 0

for every m > 0.
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Since |∂n|g = 1, the Jacobi equation (4.5) implies the inequality

|∇∂n∇∂n∂j |g ≤ |R|g · |∂j |g ≤ ‖R‖C0(M,g) · |∂j |g.
Applying Lemma 4.4, we get 0-boundedness of the functions |∂j |g and |∇∂n∂j |g.

Differentiating (4.5) with respect to ∂i , we obtain

∇∂i
(
∇∂n∇∂n∂j + R(∂j , ∂n)∂n

)
= 0. (4.6)

Since

∇∂i∇∂n − ∇∂n∇∂i = R(∂i, ∂n), ∇∂i ∂n = ∇∂n∂i, (4.7)

the equation (4.6) can be transformed to the following one:

∇∂n∇∂n(∇∂i ∂j )+ R(∇∂i ∂j , ∂n)∂n
= −

(
(∇∂iR)(∂j , ∂n)∂n + (∇∂nR)(∂i, ∂n)∂j

+R(∇∂n∂i, ∂n)∂j + R(∂j ,∇∂n∂i)∂n + 2R(∂i, ∂n)∇∂n∂j + R(∂j , ∂n)∇∂n∂i
)
.

The right-hand side of the latter relation is 1-bounded. Therefore it implies the
inequality

|∇∂n∇∂n(∇∂i ∂j )|g ≤ ‖R‖C0(M,g) · |∇∂i ∂j |g + C

which is valid for g ∈ M(1,K, ρ, n) with some constant C independent of g.
Applying Lemma 4.4, we get the 1-boundedness of the functions |∇∂i ∂j |g and
|∇∂n∇∂i ∂j |g.

Now, we prove the statement of Lemma 4.5 by using induction on k. Applying
the operator ∇∂i1 . . .∇∂ik to the Jacobi equation (4.5) gives

∇∂i1 . . .∇∂ik
(
∇∂n∇∂n∂j + R(∂j , ∂n)∂n

)
= 0.

Using the commutator formula (4.7), the latter equation can be transformed into:

∇∂n∇∂n(∇∂i1 . . .∇∂ik ∂j )+ R(∇∂i1 . . .∇∂ik ∂j , ∂n)∂n = T , (4.8)

where T is some tensor field expressed in terms of ∇ . . .∇︸ ︷︷ ︸
s

R , ∇ . . .∇︸ ︷︷ ︸
t

∂m, and

∇∂n ∇ . . .∇︸ ︷︷ ︸
t

∂m with 0 ≤ s ≤ k and 0 ≤ t ≤ k − 1. By the induction hypothesis,

|T |g is k-bounded. Therefore (4.8) implies the inequality

|∇∂n∇∂n(∇∂i1 . . .∇∂ik ∂j )|g ≤ ‖R‖C0(M,g) · |∇∂i1 . . .∇∂ik ∂j |g + C

which is valid for g ∈ M(k,K, ρ, n) with some constant C independent of g.
Applying Lemma 4.4, we get the statement of Lemma 4.5.
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The statement of Theorem 4.1 on partial derivatives of the functions gαβ
follows from Lemma 4.5 using that

Dγgαβ = Dγ 〈∂α, ∂β〉g =
∑

k+l=|γ |
c
γ i1...ikj1...jl
αβ 〈∇∂i1 . . .∇∂ik ∂α,∇∂j1 . . .∇∂jl ∂β〉g.

The second statement of Theorem 4.1 follows from the first one using the
following

Lemma 4.6. Under the hypotheses of Theorem 4.1, the function
(

det (gαβ)
)−1

is

0-bounded.

Proof. We use the following fact [16], page 44: the function h(y, z) =(
det (gαβ)

)1/(n−1)
satisfies the inequality

∂2h

∂z2
≤ −Ric (∂n, ∂n)

n− 1
h

which implies

∂2h

∂z2
≤ Kh (4.9)

for g ∈ M(0,K, ρ, n).
We fix a point y and consider h as a function of z. Let z0 be a point such that

h(z0) = min h(z). (4.10)

By (4.3), we can assume that −ρ < z0 < ρ and h′(z0) = 0. The function

f (z) =
{
(h′(z))2 + (h(z))2 if h′(z) ≥ 0,
(h(z))2 if h′(z) < 0

is a C1-function on [−ρ, ρ]. If h′(z) ≥ 0, then we conclude using (4.9)

f ′(z) = 2h′h′′ + 2hh′ ≤ (K + 1)(h′2 + h2) = (K + 1)f (z).

If h′(z) < 0, then f ′(z) < 0. In both cases we have the inequality

f ′(z) ≤ (K + 1)f (z).

Applying Lemma 4.3, we obtain

h(ρ) ≤ e(K+1)(ρ−z0)h(z0) ≤ e2ρ(K+1)h(z0).

The latter inequality, together with (4.3), implies

h(z0) ≥ e−2ρ(K+1)h(ρ) ≥ 21/(1−n)e−2ρ(K+1).

Because of (4.10), this means that the function det (gαβ) is bounded from below
by some positive constant depending only on K, ρ, and n.
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5. Proof of Lemma 3.1

After our preparations, we can use results from integral geometry to prove Lem-
ma 3.1. Let g and g′ be two Riemannian metrics on J nρ satisfying the hypotheses
of Lemma 3.1. In particular, the length elements of these metrics are given by
formulas (3.1) and (3.2) respectively, and the boundary distance functions of the
manifolds (Bnρ , g) and (Bnρ , g

′) coincide.
By Corollary 4.2, the norms ‖T ‖Ck(Bnρ ,g) and ‖T ‖Hk(Bnρ ,g)

are equivalent to the
norms

‖T ‖Ck(Bnρ ,e) =
∑

|γ |≤k
sup
x∈Bnρ

|DγT (x)|e and ‖T ‖2
Hk(Bnρ ,e)

=
∑

|γ |≤k

∫

Bnρ

|DγT (x)|2e dx

respectively. In what follows, we use the notation ‖T ‖Ck(Bnρ ) (‖T ‖Hk(Bnρ )
) that

means either ‖T ‖Ck(Bnρ ,g) (‖T ‖Hk(Bnρ ,g)
) or ‖T ‖Ck(Bnρ ,e) (‖T ‖Hk(Bnρ ,e)

).
We denote by�Bnρ ⊂ Bnρ × Rn the unit sphere bundle over the ball Bnρ and by

∂+�Bnρ = {(p, ξ) | p ∈ ∂Bnρ , ξ ∈ Rn, |ξ |g = 1, 〈ν(p), ξ〉g ≥ 0},
the part of the boundary of�Bnρ consisting of unit outward vectors that are tangent
toBnρ at points of the boundary; here ν(p) is the outer vector normal to the bound-
ary with respect to the metric g. This part is a compact manifold with boundary
diffeomorphic to the product �n−1 × Bn−1

1 of a sphere and a ball. Fixing a diffe-
omorphism ∂+�Bnρ → �n−1 ×Bn−1

1 , the norms ‖ · ‖Ck(∂+�Bnρ ) and ‖ · ‖Hk(∂+�Bnρ )
are defined.

We recall from [18] that, given a smooth tensor field f = (fjk) on Bnρ , the ray
transform of f is the function If ∈ C∞(∂+�Bnρ) defined by

If (p, ξ) =
0∫

τ−(p,ξ)

fjk(γp,ξ (t))γ̇
j

p,ξ (t)γ̇
k
p,ξ (t) dt, (5.1)

where γp,ξ : [τ−(p, ξ), 0] → Bnρ is the maximal geodesic of the metric g satisfy-
ing the initial conditions γp,ξ (0) = p, γ̇p,ξ (0) = ξ and such that γp,ξ (τ−(p, ξ)) ∈
∂Bnρ .

Integrating the differential equation for the geodesics of the metric g

γ̈ ip,ξ = −�ijkγ̇ jp,ξ γ̇ kp,ξ ,

where �ijk are the Christoffel symbols of the metric g, gives

γ̇ ip,ξ (τ−(p, ξ))− ξ i =
0∫

τ−(p,ξ)

�ijk(γp,ξ (t))γ̇
j

p,ξ (t)γ̇
k
p,ξ (t) dt.
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Comparing the latter equality with (5.1), we have that

If (i)(p, ξ) = γ̇ ip,ξ (τ−(p, ξ))− ξ i, (5.2)

where f (i) is the symmetric tensor field with the components (f (i))jk = �ijk in
the standard coordinate system of Rn.

If γ ′
p,ξ : [τ−(p, ξ), 0] → Bnρ is the geodesic of the metric g′ satisfying the

same initial conditions

γ ′
p,ξ (0) = p, γ̇ ′

p,ξ (0) = ξ,

then, since the boundary distance functions for the metrics g and g′ are the same
as well as their lens structures, we get

γ̇p,ξ (τ−(p, ξ)) = γ̇ ′
p,ξ (τ−(p, ξ)) (5.3)

On the other hand we have by (3.6),

‖γ̇ ′
p,ξ (τ−(p, ξ))− ξ‖Cl−1(∂+�Bnρ ) < ε1 (5.4)

with some ε1 = ε1(ε, l, ρ) which tends to zero as ε goes to zero. Combining
(5.2)–(5.4), we obtain

‖If (i)‖Cl−1(∂+�Bnρ ) < ε1. (5.5)

Next we use some notions of tensor analysis introduced in [18], namely, the
inner derivative dg and divergence δg with respect to the metric g. Here we use
only the inner derivative of covector fields v = (vi) and divergence of symmetric
covariant 2-tensor fields h = (hij ) which are defined in local coordinates as

(dgv)ij = 1

2
(∇ivj + ∇j vi), (δgh)i = gjk∇khij .

Here ∇ is the covariant derivative with respect to the metric g. Every symmetric
tensor field h = (hij ) on Bnρ can be represented in the form

h = h̃+ dgv, δgh̃ = 0, vi |∂Bnρ = 0.

The summands of this decomposition are called the solenoidal part and poten-
tial part of h respectively. The existence and uniqueness of this decomposition is
proved in Section 3.3 of [18].

Returning to the proof of Lemma 3.1, we decompose the field f (i) into its
potential and solenoidal parts

f (i) = f̃ (i) + dgv
(i), δgf̃

(i) = 0, v(i)|∂Bnρ = 0. (5.6)

By Theorem 3.3.2 of [18] the solenoidal part of a tensor field depends
continuously on the field in Sobolev norms, i.e., we have

‖f̃ (i)‖Hs(Bnρ )
≤ C(g)‖f (i)‖Hs(Bnρ )

for every s ≥ 1. The constant C(g) depends on the metric g but can be chosen
uniformly on the metrics involved into Lemma 3.1. Namely we have
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Lemma 5.1. For a metric g ∈ M(k,K, ρ, n) and smooth symmetric tensor field
f of second rank on Bnρ , let

f = f̃ + dgv in Bnρ, δgf̃ = 0 in Bnρ, v|∂Bnρ = 0 (5.7)

be the decomposition of f into its solenoidal and potential parts. Then we have

‖f̃ ‖Hs(Bnρ )
≤ C‖f ‖Hs(Bnρ )

(5.8)

for s ≤ k − 2 with some constant C depending on s, k,K, ρ, n but not on g.

The proof of this lemma is presented in the next section. We continue prov-
ing Lemma 3.1 using Lemma 5.1. Our idea is to show that the solenoidal part
of f (i) is small. Therefore, the Christoffel symbols �(i) = (�ijk) with any i are
approximately potential tensor fields. However, since the Christoffel symbols have
special structure, we can show that they have to be approximately zeros. This will
further imply that the metric g has to be near Euclidean one. To carry out this plan
we start with estimating the solenoidal part of f (i).

By Theorem 4.3.3 of [18], we have the estimate

‖f̃ (i)‖2
L2(Bnρ )

≤ C1

(
‖f (i)‖H 1(Bnρ )

· ‖If (i)‖L2(∂+�Bnρ ) + ‖If (i)‖2
H 1(∂+�Bnρ )

)
. (5.9)

As it can be seen from the proof in [18] the constant C1 depends only on the con-
stant C from (5.8) for s = 2, and on the C1-jet of the metric g on ∂Bnρ . Moreover,
the latter is a continuous dependence. Since the C1-jet of the metric g on ∂Bnρ
coincides with the one of the metric g′, and g′ is close to the Euclidean metric; we
can consider C1 in (5.9) as an universal constant depending only on K, ρ, and n.

By Theorem 4.1, the tensor field (f (i))jk = �ijk satisfies the estimate

‖f (i)‖H 1(Bnρ )
≤ K1, (5.10)

where the constantK1 depends only onK from (3.4), ρ, and n. Inequalities (5.9)
and (5.10) imply the estimate

‖f̃ (i)‖2
L2(Bnρ )

≤ C1

(
K1‖If (i)‖2

L2(∂+�Bnρ ) + ‖If (i)‖2
H 1(∂+�Bnρ )

)

which, together with (5.5), gives

‖f̃ (i)‖L2(Bnρ )
≤ ε2 := (

C1(K1ε1 + ε2
1)

)1/2
. (5.11)

Now, we use the interpolation of Sobolev spaces [1] to obtain the inequality
for tensor fields on Bnρ

‖f̃ (i)‖Hj (Bnρ )
≤ C2‖f̃ (i)‖(s−j)/sL2(Bnρ )

· ‖f̃ (i)‖j/sHs(Bnρ )
(5.12)
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for 0 ≤ j ≤ s, where the constantC2 depends only on j, s, ρ, and n. Besides this,
by the Sobolev embedding theorem, we have the estimate

‖f̃ (i)‖Cr(Bnρ ) ≤ C3‖f̃ (i)‖Hj (Bnρ )
(5.13)

for j > n/2+r with some constantC3 dependent only on j, r, ρ andn. Combining
(5.12) and (5.13), we obtain

‖f̃ (i)‖Cr(Bnρ ) ≤ C4‖f̃ (i)‖(s−j)/sL2(Bnρ )
· ‖f̃ (i)‖j/sHs(Bnρ )

. (5.14)

Let s = j + 1.We conclude using (5.11) and (5.14)

‖f̃ (i)‖Cr(Bnρ ) ≤ C4ε
1/(j+1)
2 ‖f̃ (i)‖j/2

Hj+1(Bnρ )
. (5.15)

By Theorem 4.1, for j + 1 ≤ k − 1, we have

‖f (i)‖Hj+1(Bnρ )
≤ K1 (5.16)

with the right-hand side K1 depending only on the constant K as in (3.4), ρ, and
n. Combining (5.8), (5.15) and (5.16) gives

‖f̃ (i)‖Cr(Bnρ ) < ε3 := C4K
j/2
1 ε

1/(j+1)
2 . (5.17)

For a fixedK in (3.4), the right-hand side ε3 of (5.17) can be made arbitrary small
by choosing sufficiently small ε in (3.6).

The final part of the proof is to deal with the potential part in (5.6), namely

dgv
(i) = f (i) − f̃ (i). (5.18)

We consider (5.18) as a system of equations with unknowns v(i). By (5.17), the
second term on the right-hand side of (5.18) is Cr -small. Note that (5.18) is
an overdetermined system. Indeed, for a given i, (5.18) consists of n(n + 1)/2
equations for n components of the covector field v(i). This overdeterminacy,
together with the homogeneous boundary condition

v(i)|∂Bnρ = 0 (5.19)

will allow us to prove the smallness of the solution v(i) as well as the smallness of
f (i). We will prove the smallness by distinguishing some subsystems, of the sys-
tem (5.18), which can be considered as self-closed systems of ordinary differential
equations on a segment y = const, z ∈ [−(ρ2 − |y|2)1/2, (ρ2 − |y|2)1/2]. Un-
fortunately, the boundary condition (5.19) is not adapted to this method because
(5.19) does not imply the corresponding boundary condition for the derivatives:
D
γ
y v

(i)|∂Bnρ = 0. Therefore we will start by deriving another boundary condition
which is more suitable to our plan.

Let

∂−
n J

n
ρ/n = {x = (y, z) ∈ Rn | y ∈ J n−1

ρ/n , z = −ρ/n} ⊂ Rn
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be one of the faces of the cube J nρ/n which is considered as a submanifold of Rn.
We will prove the estimate

‖v(i)|∂−
n J

n
ρ/n

‖Cr−1(∂−
n J

n
ρ/n)

< ε4 (5.20)

with some ε4 = ε4(ε, r, ρ, n) tending to zero as ε goes to zero. In what follows,
we will use (5.20) as the new boundary (more exactly, initial) condition instead
of (5.19).

Let γ : [a, b] → Bnρ be a geodesic of the metric g. By (5.18) we have

d

dt

(
v
(i)
j (γ (t))γ̇

j (t)
)

= ∇kv(i)j · γ̇ j γ̇ k = (
dv(i)

)
jk
γ̇ j γ̇ k = (�ijk − f̃

(i)
jk )γ̇

j γ̇ k.

Integrating the latter equality, we obtain

v
(i)
j (γ (b))γ̇

j (b)− v
(i)
j (γ (a))γ̇

j (a) =
b∫

a

(
�ijk − f̃

(i)
jk

)
(γ (t))γ̇ j (t)γ̇ k(t) dt.

(5.21)

Given a point x ∈ Bnρ and vector 0 	= ξ ∈ Rn, let γx,ξ : [τ−(x, ξ), 0] → Bnρ be
the maximal geodesic determined by the initial conditions γx,ξ (0) = x, γ̇x,ξ (0) =
ξ . Then γx,ξ (τ−(x, ξ)) ∈ ∂Bnρ . Using (5.19) and (5.21) gives

ξ jv
(i)
j (x) =

0∫

τ−(x,ξ)

(
�ijk − f̃

(i)
jk

)
(γx,ξ (t))γ̇

j

x,ξ (t)γ̇
k
x,ξ (t) dt. (5.22)

Let now x ∈ ∂−
n J

n
ρ/n and the vector ξ ∈ Rn be such that ξn > 0. Then the

geodesic γx,ξ lies completely in the closure of J nρ \J nρ/n where the metrics g and g′

coincide. By (3.6) and (5.17), the integrand of (5.22) isCr -small. Besides this, the
geodesic γx,ξ and the integration limit τ−(x, ξ) areCr -close to the same quantities
with respect to the Euclidean metric, and therefore they are Cr -bounded by some
universal constant. Differentiating (5.22), we conclude

Dγ
x v

(i)
l (x) = Dγ

x

∂

∂ξ l

(
ξ jv

(i)
j (x)

)

= Dγ
x

∂

∂ξ l

0∫

τ−(x,ξ)

(
�ijk − f̃

(i)
jk

)
(γx,ξ (t))γ̇

j

x,ξ (t)γ̇
k
x,ξ (t) dt.

The right-hand side of the latter equality can be estimated, for |γ | ≤ r − 1, by
C5(ε+ε3)where ε and ε3 are as in (3.6), (5.17) andC5 = C5(r, ρ, n). This proves
(5.20).

To investigate the system (5.18), we need also the following
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Lemma 5.2. Consider the Cauchy problem for the linear system of ordinary
differential equations

∂u
∂z

+ A(y, z)u = f (y, z)

u|z=−ρ/n = u0(y)




 (5.23)

whose coefficient and right-hand side depend smoothly on x = (y, z) ∈ J nρ/n, and

the initial condition depends smoothly on y ∈ J n−1
ρ/n . Here u = (u1, . . . , um), f =

(f1, . . . , fm), A = (aij )
m
i,j=1. If the inequalities

‖A‖Cl(J nρ/n) ≤ C, ‖f ‖Cl(J nρ/n) < δ, ‖u0‖Cl(J n−1
ρ/n )

< δ

hold, then we have for the solution to (5.23)

‖u‖Cl(J nρ/n) < C1δ

with some constant C1 depending only on C, l, ρ, and n.

Proof. By Lemma IV.4.1 of [9], the following estimate holds for the solution to
problem (5.23):

|u(y, z)| ≤



|u0(y)| +

∣∣∣∣∣∣∣

z∫

−ρ/n
f (y, t) dt

∣∣∣∣∣∣∣



 exp




z∫

−ρ/n
‖A(y, t)‖ dt





that implies the statement of the lemma in the case of l = 0. The general case
follows easily by induction on l.

In coordinates the system (5.18) takes the form

1

2

(
∇j v(i)k + ∇kv(i)j

)
= �ijk − f̃

(i)
jk , (5.24)

where

∇j v(i)k = ∂v
(i)
k

∂xj
− �ljkv

(i)
l .

We will consider the system in the cube J nρ/n and will use the initial condition
(5.20).

Because of (3.1), the Christoffel symbols satisfy

�njn = �inn = 0, (5.25)

�nαβ = −1

2

∂gαβ

∂z
. (5.26)

First, we set i = j = k = n in (5.24) and obtain

∂v(n)n

∂z
= −f̃ (n)nn .
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By (5.17) and (5.20), the right hand side of the latter equation and the initial value
v(n)n |z=−ρ/n are Cr−1-small. Applying Lemma 5.1, we obtain the estimate

‖v(n)n ‖Cr−1(J nρ/n)
< C5ε5 := C5(ε3 + ε4), (5.27)

where ε3 and ε4 are as in (5.17) and (5.20) respectively, and C5 = C5(r, ρ, n).
Next, we set j = α, i = k = n in (5.24). This gives

∂v(n)α

∂z
− �βαnv

(n)
β = −2f̃ (n)αn − ∇αv(n)n .

The right hand sides of these equations and the initial values v(n)α |z=−ρ/n areCr−2-
small by (5.17) and (5.27), and the coefficients�βαn areCr−2-bounded by Theorem
4.1. Applying Lemma 5.1 we conclude

‖v(n)α ‖Cr−2(J nρ/n)
< C6ε5 (5.28)

with some C6 = C6(r,K, ρ, n).
We have thus proven the Cr−2-smallness of the covector field v(n). We now

set i = n, j = α, k = β in (5.24). This gives

1

2

(
∇αv(n)β + ∇βv(n)α

)
= �nαβ − f̃

(n)
αβ

which implies the Cr−3-smallness of �nαβ :

‖�nαβ‖Cr−3(J nρ/n)
< C7ε5 (5.29)

with some C7 = C7(r,K, ρ, n).
Finally, we consider (5.26) as a differential equation in gαβ − δαβ :

∂(gαβ − δαβ)

∂z
= −2�nαβ.

By (5.29), the right-hand side of the equation is Cr−3-small. The homogeneous
initial condition [

Dγ
y (gαβ − δαβ)

]
z=−ρ/n = 0

is valid for every (n − 1)-multiindex γ because of (3.8). Applying Lemma 5.1,
we obtain the estimate

‖gαβ − δαβ‖Cr−3(J nρ/n)
< C8ε5 (5.30)

with some C8 = C8(r,K, ρ, n).
By (3.3), gαβ and g′

αβ coincide in J nρ \ J nρ/n. Therefore (3.6) and (5.30) imply
that

‖gαβ − δαβ‖Cr−3(J nρ )
< δ

with some δ = δ(ε,K, ρ, n) tending to zero as ε goes to zero. This estimate
coincides with (3.9) for p = r − 3. This finishes the proof.



790 M. Lassas et al.

6. Proof of Lemma 5.1

Let (M, g) be a compact Riemannian manifold with boundary, and f be a
symmetric tensor field of second rank on M . There exist uniquely determined
tensor field f̃ and covector field v on M such that

f = f̃ + dgv, δgf̃ = 0, v|∂M = 0. (6.1)

We recall how the existence and uniqueness of the decomposition (6.1) are
proved in Section 3.3 of [18]. Let us assume the existence of the decomposition
(6.1). By applying the operator δg to the first of these equalities we conclude that
the potential v satisfies the boundary value problem

δgdgv = δgf, v|∂M = 0.

Conversely, if we would have proven the existence of a solution to the boundary
value problem

δgdgv = h, v|∂M = 0 (6.2)

and the stability estimate

‖v‖Hs+1(M,g) ≤ C(g, s)‖h‖Hs−1(M,g), (6.3)

then, setting h = δgf and f̃ = f − dgv, we obtain the existence of the decom-
position (6.1) as well as the stability estimate

‖f̃ ‖Hs(M,g) ≤ C1(g, s)‖f ‖Hs(M,g). (6.4)

As is shown in [18], (6.2) is an elliptic problem with trivial kernel and cokernel.
By general results of elliptic theory, the stability estimate (6.3) is valid for every
s. In [18] this fact is proved for a C∞-metric. The same proof is valid, however,
in the case of a Ck-metric g for s ≤ k − 2.

Proof of Lemma 5.1. The proof is by contradiction. A more constructive, but
somewhat more technical proof can be given by using estimates for elliptic
systems, see e.g. [4].

Let us assume that the Lemma is not valid. Then there exists a sequence
g(m) ∈ M(k,K, ρ, n) (m = 1, 2, . . . ) of metrics and a sequence f (m) of smooth
tensor fields on Bnρ such that for the corresponding decompositions

f (m) = f̃ (m) + dg(m)v
(m) in Bnρ, δg(m) f̃

(m) = 0 in Bnρ, v(m)|∂Bnρ = 0
(6.5)

we have the inequalities

‖f̃ (m)‖Hs(Bnρ )
≥ 1

m
‖f (m)‖Hs(Bnρ )

. (6.6)
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We can assume that ‖f (m)‖Hs+1(Bnρ )
= 1. There exists a subsequence of f (m) con-

verging inHs(Bnρ). Without loss of generality, we can assume the initial sequence
to have this property:

f (m) → f in Hs(Bnρ) as m → ∞. (6.7)

By Theorem 4.1, M(k,K, ρ, n) is a precompact set in M(k − 1,K, ρ, n)
if the latter set is considered with the Ck−1-topology. Actually, this fact is a par-
ticular case of the Gromov–Cheeger compactness theory. Therefore there is a
subsequence of g(m) converging in the Ck−1-topology to some Ck−1 metric g.
Without loss of generality, we can assume the initial sequence to satisfy

(g
(m)
αβ ) → (gαβ), (g

(m)
αβ )

−1 → (gαβ)
−1 in Ck−1(J nρ ) as m → ∞. (6.8)

The coefficients of the operator δg(m)dg(m) depend on theC2-jets of the matrices

(g
(m)
αβ ) and (g(m)αβ )

−1. Therefore (6.8) implies that

δg(m)dg(m) = δgdg + L(m), (6.9)

where L(m) is a second order differential operator whose coefficients tend to zero
in the Ck−3-norm as m → ∞. This implies that, for every ε > 0, we have the
estimate

‖L(m)h‖Hs−1(Bnρ )
< ε‖h‖Hs+1(Bnρ )

(s ≤ k − 2) (6.10)

for every smooth tensor field h and for sufficiently large m. Similarly, we can
write

dg(m) = dg + l(m) (6.11)

for some first order operator l(m) satisfying the estimate

‖l(m)h‖Hs(Bnρ )
< ε‖h‖Hs+1(Bnρ )

(s ≤ k − 2) (6.12)

for sufficiently large m.
Applying the operator δg(m) to the first of the equations (6.5), we obtain

δg(m)dg(m)v
(m) = δg(m)f

(m).

Using (6.9), we can rewrite the latter equation in the form

δgdgv
(m) = δg(m)f

(m) − L(m)v(m).

By (6.3), the latter equation, together with the boundary condition v(m)|∂Bnρ = 0,
implies the estimate

‖v(m)‖Hs+1(Bnρ )
≤ C‖δg(m)f (m) − L(m)v(m)‖Hs−1(Bnρ )

(6.13)
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with some constantC independent ofm. For s ≤ k−2, we estimate the right-hand
side of (6.13) using (6.10). We conclude

‖δg(m)f (m) − L(m)v(m)‖Hs−1(Bnρ )
< ‖δg(m)f (m)‖Hs−1(Bnρ )

+ ‖v(m)‖Hs+1(Bnρ )
.

Combining the latter estimate with (6.13) gives

(1 − Cε)‖v(m)‖Hs+1(Bnρ )
≤ C‖δg(m)f (m)‖Hs−1(Bnρ )

.

For sufficiently large m, 1 − Cε ≥ 1/2, and therefore

‖v(m)‖Hs+1(Bnρ )
≤ 2C‖δg(m)f (m)‖Hs−1(Bnρ )

. (6.14)

By (6.7) and (6.8), the right-hand side of (6.14) tends to 2C‖δgf ‖Hs−1(Bnρ )
as

m → ∞. Thus, for m sufficiently large we have

‖v(m)‖Hs+1(Bnρ )
≤ 2C‖δgf ‖Hs−1(Bnρ )

+ 1 ≤ C1‖f ‖Hs(Bnρ )
(6.15)

with some constant C1 independent of m.
Using (6.11), we obtain from (6.15),

‖dg(m)v(m)‖Hs(Bnρ )
≤ ‖dgv(m)‖Hs(Bnρ )

+ ‖l(m)v(m)‖Hs(Bnρ )
≤ C2‖v(m)‖Hs+1(Bnρ )

≤ C3‖f ‖Hs(Bnρ )
(6.16)

with some C3 independent of m.
Finally, from (6.5) and (6.16) we conclude

‖f̃ (m)‖Hs(Bnρ )
≤ ‖f (m)‖Hs(Bnρ )

+ ‖dg(m)v(m)‖Hs(Bnρ )
≤ (C3 + 1)‖f ‖Hs(Bnρ )

which contradicts (6.6). This finishes the proof of the Lemma.
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(1981)
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